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Current-Induced Magnetic Resonance Phase Imaging

J. Bodurka,*'1 A. Jesmanowicz,* J. S. Hyde,* H. Xu,* L. Estkowski,* and S.-J. Li*"

*Biophysics Research Institute, Medical College of Wisconsin, Milwaukee, Wisconsin 53226; and tDepartment of Biophysics,
University School of Medical Sciences, Bydgoszcz 85-067, Poland

Received August 5, 1998; revised November 3, 1998

Electric current-induced phase alternations have been imaged
by fast magnetic resonance image (MRI) technology. We mea-
sured the magnetic resonance phase images induced by pulsed
current stimulation from a phantom and detected its sensitivity.
The pulsed current-induced phase image demonstrated the feasi-
bility to detect phase changes of the proton magnetic resonance
signal that could mimic neuronal firing. At the present experimen-
tal setting, a magnetic field strength change of 1.7 = 0.3 nT can be
detected. We also calculated the averaged value of the magnetic
flux density B parallel to B, produced by electric current I inside
the voxel as a function of the wire position. The results of the
calculation were consistent with our observation that for the same
experimental setting the current-induced phase change could vary
with location of the wire inside the voxel. We discuss our findings
in terms of possible direct MRI detection of neuronal activity.
© 1999 Academic Press
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INTRODUCTION

Electric currents are used in numerous biomedical applica-
tions such as electrical impedance tomography, cardiac defi-
brillation, electrocautery, and physiotherapy (/). In particular
magnetic resonance current-density imaging has been utilized
to create images of electric current density in homogenous and
heterogeneous media (2, 3). Recently, human brain mapping
technology has been advanced based on integrated analysis of
anatomical and functional measurement (4, 5). Magnetoen-
cephalography and electroencephalography provide excellent
temporal resolution of neuronal population dynamics as well as
capabilities for source localization (6, 7). The recent develop-
ment of functional magnetic resonance imaging (fMRI) tech-
niques provides a unique method to map human brain function
based on changes of blood flow and/or blood oxygenation level
dependent (BOLD) contrast. In addition to high spatial reso-
lution, fMRI permits detection of local changes in cerebral
blood volume, flow, and oxygenation. These hemodynamic
changes are attributed to neuronal activity (8—10). However,
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this is an indirect measurement of neuronal activity and has 2
to 5 s latency following neuronal stimulation onset. An ideal
approach is to directly detect neuronal electric firing. The
direct physical indication of local neuronal activity is the flow
of ionic current across the neuron cell membrane, along the

wire
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FIG. 1.
across the phantom used for fast imaging.

(A) The axial image of the phantom. (B) A single coronal slice
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FIG. 2. The correlation map (A) and the time series (B) of the phase changes (together with the boxcar waveform) induced by a 70-uA current.

interior of the axon, and in the surrounding medium. This ionic
current will produce another magnetic flux density (B.), that,
superimposed with B, field, will alter the phase of surrounding
water protons. We hypothesize that electric current-induced
phase alternations could be imaged by fast magnetic resonance
imaging (MRI) technology. To demonstrate the feasibility of
our hypothesis, we present the magnetic resonance phase im-
ages from a phantom induced by pulsed current stimulation and
detect its sensitivity.

MATERIALS AND METHODS

A phase image phantom was constructed with an electrically
insulated thin copper wire (60 wm diameter) formed into a
3-inch long and 2-inch wide rectangle that was supported by a
plastic frame. The “anatomical” axial image of the phantom is
shown in Fig. 1A. The plastic frame was immersed into a
500-ml water solution containing 0.75% NaCl, 5 mM CuSO,.
The orientation of the wire was perpendicular to the main
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FIG. 3. The correlation map (A) and the time series (B) of the phase changes (together with the boxcar waveform) induced by a 10-uA current.

magnetic field B,. A 10-k resistor was connected in series. A
pulse generator (DG535, Stanford Research System, Inc,
Sunnyvale, CA) was employed to provide a 0-, 10-, 20-, 30-,
50-, 70-, or 100-wA current with 2 s on and 2 s off cycle
through the wire.

The experiment was performed on a Bruker Medspec scan-
ner (3T/60 cm) with a homemade balanced torque three-axis
local head gradient coil and endcapped bandpass birdcage RF
head coil (11, 12). For fast imaging we used a single coronal

slice across the phantom (Fig. 1B). Two wires were perpen-
dicular to the main field B, and the current I passed through the
parallel wires in the opposite direction. Localization of the
measured slice was achieved with the fast gradient echo pulse
sequence (TR/TE 200/10 ms, FOV 12 cm, matrix size 256 X
256). A gradient-recalled echo-planar imaging (EPI) sequence
was used for fast imaging. The image parameters were TR 54
ms or 100 ms TE 27.2 ms, bandwidth +65.5 kHz, FOV 12 cm,
image matrix 64 X 64, slice thickness 7 mm. The raw k-space



268

COMMUNICATIONS

FIG. 4. The correlation image of the phase changes induced by a 70-uA current.

data sets were processed using self-correcting EPI reconstruc-
tion algorithm (13) and produced amplitude and phase images.
The resulting dataset consisted of N phase or amplitude images
acquired from the same coronal slice of the phantom at equally
spaced time intervals. An “ideal” boxcar function with 2 s on
and 2 s off cycle was used for cross-correlation (/4). The
amount of phase change (A¢) was obtained from phase images
and its magnetic flux density change (AB) was calculated
based on the echo time used and amount of phase change:
AB = A¢/(yTE).

RESULTS

We found that a time course of phase images has better
sensitivity than a time course of amplitude images to detect
current-induced magnetic field changes. In general the ability
to observe a phase change in a magnetic resonance image
depends on the signal-to-noise ratio (SNR) of the image (3).
The phase noise standard deviation is approximately equal to
1/SNR. In our experiments, however, only contrast-to-noise is
of interest because we are mainly focused on the current-
induced relative phase changes. The standard deviation of
phase noise in our time series was equal to 0.016 rad which
corresponds to AB = 2.2 nT. Figures 2 and 3 show the
current-induced (70 and 10 wA, respectively) phase images (A)
and time series of induced phase changes (B). Because the

FOV=12cm
Resolution 64 x 64
1=100 pA

Phase Time Course

Ap=30 degrees
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time(s)

FIG.5. The current-induced maximal positive phase change as a function
of time obtained in four independent experiments with the same acquisition
parameters TR/TE 54/27 ms, FOV = 12 cm, resolution 64 X 64,1 = 100 uA.
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FIG. 6. The averaged B value of the Z component of B., parallel to B,
produced by electric currents of 100 wA (A) and 50 pA (B) calculated as a
function of wire position inside the single square pixel (pixel size 2 mm). The
wire radius was 30 wm.

magnetic flux density induced by the electric currents (B.) used
in this study is much smaller than the external magnetic flux
density (B,), the most pronounced phase changes should be
expected only in the direction parallel (AB = B, + B.) or
antiparallel (AB = B, — B,) to B,. Indeed the induced
positive and negative phase changes occurred mainly in the left
or right direction relative to the wire position corresponding to
parallel and antiparallel components of the induced field (B.)
to B,. To check that the current-induced phase changes were
not EPI artifacts related to phase-encoding directions, we
swapped the phase and the readout gradients. The observed
phase changes were in the same positions (still parallel and
antiparallel to B,) but phase-encoded artifacts were rotated by
90°. It is interesting to note that the “on/off” and “off/on”
current-induced phase changes are instantaneous, in contrast to
the delayed BOLD signal-induced changes (/0). The correla-
tion image (Fig. 4) shows two pairs of black (decreased field)
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and white (increased field) regions located at each left/right
side of the wires. Because the currents in the two wires flow in
opposite directions, the white regions are inside and the black
regions are outside the wires. Figure 3 demonstrates the sen-
sitivity of a phase image, for current as low as 10 wA the same
features were observed. We have calculated the induced
change of magnetic field to be 1.7 £ 0.3 nT.

During several independent experiments we observed that
for the same experimental setting (slice position and thickness,
resolution, TR/TE, and current amplitude) the maximal in-
duced phase change varied (Fig. 5). However, the wire posi-
tions within a single voxel in each experiment were not the
same due to slightly different phantom position inside the
gradient coil. Ideally, if the wire is located in the center of the
voxel, the observed phase change from this voxel should be
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FIG.7. The averaged B value of the Z component of B., parallel to B,
produced by electric currents of 100 wA (A) and 50 pA (B) calculated as a
function of wire position inside the single square pixel (pixel size 4 mm). The
wire radius was 30 um.
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FIG. 8. The simulated phase changes with gaussian noise as a function of
time corresponding to different wire positions inside the voxel.

zero due to inherent cancellation of the parallel and antiparallel
(to B,) field components. The opposite phase change can be
observed in the adjacent left/right voxels; however, the ampli-
tude of change decreases with the distance from the wire.
Therefore we calculated the average value By, of Z component
of B, parallel to B, produced by the electric current inside the
voxel as a function of the wire position. We have assumed
that the net phase change in a voxel can be evaluated from
A@/TE = (7yB,). For simplicity we assumed that our wire is
infinitely long. The magnetic flux density components B, and
B produced in the ZX plane by the wire oriented parallel to
the Y axis are '

Mo, 2
4ar =7 x?2 + 72

_ Mo X

B = - — —_—
cX 47,‘_ x2+22,

B (1]

where x> + 7 is the distance from the wire and [ is the current
intensity. So the average magnetic flux density parallel to B,
produced by electric current inside the voxel is

1 1
BT = LXLYLZf BcZ(xv Z)dV = L_XZ;J' BcZ(x9 Z)dS7 [2]
\4

N

where V = LyL,L, is the voxel volume and S = LyL, is the
pixel area.
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The results of numerical calculation of Eq. [2] for two
square pixel (Ly = L) sizes, 2 and 4 mm, and two different
currents, 100 and 50 uA, and wire diameter 60 wm are shown
in Figs. 6A and 6B and 7A and 7B, respectively. As expected,
when the wire is located in the vicinity of the voxel center the
current-induced magnetic field is close to zero and the current-
induced phase changes are minimal. When the wire position is
moved towards the pixel X edges, the B value increases and
reaches a maximum for z = L,/2 and x = g, or x = (Ly —
a,), where a, is the wire radius. Figure 8 shows the simulated
phase changes as a function of time corresponding to different
wire positions inside the voxel. The results of the calculation
are consistent with our observation (Fig. 5) that for the same
experimental setting the current-induced phase change could
vary with location of the wire inside the voxel.

DISCUSSION

The current-induced phase images demonstrated the feasi-
bility of detecting phase changes of the proton magnetic reso-
nance signal that could mimic neuronal firing. Changes of the
magnetic field strength 1.7 = 0.3 nT were detectable. Roth and
Wiskwo have calculated the magnetic field due to an action
potential propagating down a crayfish axon embedded in an
infinite homogenous conducting medium (75, 16). The maxi-
mal field strength of about 1 nT was calculated for the distance
of 0.12 mm from the axon. This value corresponds to ionic
current flow along the interior of the axon of the order of
microamperes. However, the ionic current in a single neuron is
of the order of picoamperes and results in a magnetic field
strength of the order of 107" T (6). For comparison, the field
strength from lung particles is ~10~° T, from magnetocardio-
gram is ~107"° T, from the brain 10~ T for spontaneous («
wave) activity, and 10" T for evoked response (17, 18). These
magnetic field changes are far beyond MRI detection capabil-
ities. The magnetic field strength produced by a single neuron
is obviously too small to be measured by MRI; however, if, for
example, 10° parallel-oriented neurons act together then the
resulting magnetic field could be detectable. We believe that
future work will result in the direct in vivo detection of electric
neuronal activity.

CONCLUSION

The current-induced phase images demonstrated the feasi-
bility of detecting phase changes of the proton magnetic reso-
nance signal that could mimic neuronal firing. The magnetic
field changes of 1.7 * 0.3 nT were detectable due to electric
current as small as 10 uA. The phase changes induced by the
pulse electric current depend on the wire position inside the
voxel. We calculated the average value of the Z component of
B parallel to B, produced by electric current / inside the voxel
(B1) as a function of the wire position. The results of the
calculation explain our finding that for the same experimental
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setting the current-induced phase change could vary with lo-
cation of the wire inside the voxel.
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