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Abstract

For graphs G and H, a homomorphism from G to H, or H-coloring
of G, is a map from the vertices of G to the vertices of H that preserves
adjacency. When H is composed of an edge with one looped endvertex, an
H-coloring of G corresponds to an independent set in G. Galvin showed that,
for sufficiently large n, the complete bipartite graph Kδ,n−δ is the n-vertex
graph with minimum degree δ that has the largest number of independent
sets.

In this paper, we begin the project of generalizing this result to arbitrary
H. Writing hom(G,H) for the number of H-colorings of G, we show that for
fixed H and δ = 1 or δ = 2,

hom(G,H) ≤ max{hom(Kδ+1, H)
n
δ+1 ,hom(Kδ,δ, H)

n
2δ ,hom(Kδ,n−δ, H)}

for any n-vertex G with minimum degree δ (for sufficiently large n). We also

provide examples ofH for which the maximum is achieved by hom(Kδ+1, H)
n
δ+1

and other H for which the maximum is achieved by hom(Kδ,δ, H)
n
2δ . For

δ ≥ 3 (and sufficiently large n), we provide a infinite family of H for which
hom(G,H) ≤ hom(Kδ,n−δ, H) for any n-vertex G with minimum degree δ.
The results generalize to weighted H-colorings.

1 Introduction and statement of results

Let G = (V (G), E(G)) be a finite simple graph. A homomorphism from G to a finite
graph H = (V (H), E(H)) (without multi-edges but perhaps with loops) is a map
from V (G) to V (H) that preserves edge adjacency. We write

Hom(G,H) = {f : V (G)→ V (H) | v ∼G w =⇒ f(v) ∼H f(w)}
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for the set of all homomorphisms from G to H, and hom(G,H) for |Hom(G,H)|. All
graphs mentioned in this paper will be finite without multiple edges. Those denoted
by G will always be loopless, while those denoted by H may possibly have loops. We
will also assume that H has no isolated vertices.

Graph homomorphisms generalize a number of important notions in graph theory.
When H = Hind, the graph consisting of a single edge and a loop on one endvertex,
elements of Hom(G,Hind) can be identified with the independent sets in G. When
H = Kq, the complete graph on q vertices, elements of Hom(G,Kq) can be identified
with the proper q-colorings of G. Motivated by this latter example, elements of
Hom(G,H) are sometimes referred to as H-colorings of G, and the vertices of H are
referred to as colors. We will utilize this terminology throughout the paper.

In statistical physics, H-colorings have a natural interpretation as configurations
in hard-constraint spin systems. Here, the vertices of G are thought of as sites that are
occupied by particles, with the edges of G representing pairs of sites that are bonded
(for example by spatial proximity). The vertices of H represent the possible spins
that a particle may have, and the occupation rule is that spins appearing on sites
that are bonded must be adjacent in H. A valid configuration of spins on G is exactly
an H-coloring of G. In the language of statistical physics, independent sets are
configurations in the hard-core gas model, and proper q-colorings are configurations in
the zero-temperature q-state antiferromagnetic Potts model. Another example comes
from the Widom-Rowlinson graph H = HWR, the fully-looped path on three vertices.
If the endpoints of the path represent different particles and the middle vertex
represents empty space, then the Widom-Rowlinson graph models the occupation of
space by two mutually repelling particles.

Fix a graph H. A natural extremal question to ask is the following: for a given
family of graphs G, which graphs G in G maximize hom(G,H)? If we assume that
all graphs in G have n vertices, then there are several cases where this question has a
trivial answer. First, if H = K loop

q , the fully looped complete graph on q vertices, then
every map f : V (G)→ V (H) is an H-coloring (and so hom(G,K loop

q ) = qn). Second,

if the empty graph Kn is contained in G, then again every map f : V (Kn)→ V (H)
is an H-coloring (and so hom(Kn, H) = |V (H)|n). Motivated by this second trivial
case, it is interesting to consider families G for which each G ∈ G has many edges.

For the family of n-vertex m-edge graphs, this question was first posed for H = Kq

around 1986, independently, by Linial [20] and Wilf [24]. Lazebnik provided an
answer for q = 2 [19], but for general q there is still not a complete answer. However,
much progress has been made (see [21] and the references therein). Recently, Cutler
and Radcliffe answered this question for H = Hind, H = HWR, and some other small
H [3, 4]. A feature of the family of n-vertex, m-edge graphs emerging from the
partial results mentioned is that there seems to be no uniform answer to the question,
“which G in the family maximizes hom(G,H)?”, with the answers depending very
sensitively on the choice of H.
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Another interesting family to consider is the family of n-vertex d-regular graphs.
Here, Kahn [16] used entropy methods to show that every bipartite graph G in
this family satisfies hom(G,Hind) ≤ hom(Kd,d, Hind)

n
2d , where Kd,d is the complete

bipartite graph with d vertices in each partition class. Notice that when 2d|n this
bound is achieved by n

2d
Kd,d, the disjoint union of n/2d copies of Kd,d. Galvin and

Tetali [13] generalized this entropy argument, showing that for any H and any
bipartite G in this family,

hom(G,H) ≤ hom(Kd,d, H)
n
2d . (1)

Kahn conjectured that (1) should hold for H = Hind for all (not necessarily
bipartite) G, and Zhao [25] resolved this conjecture affirmatively, deducing the
general result from the bipartite case. Interestingly, (1) does not hold for general H
when biparticity is dropped, as there are examples of n, d, and H for which n

d+1
Kd+1,

the disjoint union of n/(d + 1) copies of the complete graph Kd+1, maximizes the
number of H-colorings of graphs in this family. (For example, take H to be the
disjoint union of two looped vertices; here log2(hom(G,H)) equals the number of
components of G.) In [9], Galvin proposes a conjecture that for any n-vertex d-regular
graph G and any graph H,

hom(G,H) ≤ max{hom(Kd+1, H)
n
d+1 , hom(Kd,d, H)

n
2d}. (2)

When 2d(d+ 1)|n, this bound is achieved by either n
2d
Kd,d or n

d+1
Kd+1. While (2)

holds for a large class of H (see e.g. [25, 26]) and for any fixed H asymptotically in d
(see [9, 10]), the result is actually not true for all n, d, and H. In particular, Galvin
and Sernau [11] have found an H and a G (for each d ≥ 5, where the graphs H and
G depend on d) so that hom(G,H) > max{hom(Kd+1, H)

n
d+1 , hom(Kd,d, H)

n
2d}.

It is clear, however, that (2) holds when d = 1, since the graph consisting of n/2
disjoint copies of an edge is the only 1-regular graph on n vertices. We will prove (2)
holds for d = 2 and also characterize the cases of equality.

Theorem 1.1. Let G be an n-vertex 2-regular graph. Then, for any H,

hom(G,H) ≤ max{hom(C3, H)
n
3 , hom(C4, H)

n
4 }.

If H 6= K loop
q , the only graphs achieving equality are G = n

3
C3 (when hom(C3, H)

1
3 >

hom(C4, H)
1
4 ), G = n

4
C4 (when hom(C3, H)

1
3 < hom(C4, H)

1
4 ), or the disjoint union

of copies of C3 and copies of C4 (when hom(C3, H)
1
3 = hom(C4, H)

1
4 ).

It is possible for each of the equality conditions in Theorem 1.1 to occur. The first
two situations arise when H is a disjoint union of two looped vertices and H = K2,
respectively. For the third situation, we utilize that if G is connected and H is the
disjoint union of H1 and H2, then hom(G,H) = hom(G,H1) + hom(G,H2). Letting

3



H be the disjoint union of 8 copies of a single looped vertex and and 4 copies of K2

gives hom(C3, H)
1
3 = hom(C4, H)

1
4 = 2.

Another natural and related family to study is G(n, δ), the set of all n-vertex
graphs with minimum degree δ. Our question here becomes: for a given H, which
G ∈ G(n, δ) maximizes hom(G,H)? Since removing edges increases the number of
H-colorings, it is tempting to believe that the answer to this question will be a
graph that is δ-regular (or close to δ-regular). This in fact is not the case, even for
H = Hind. The following result appears in [8].

Theorem 1.2. For δ ≥ 1, n ≥ 8δ2, and G ∈ G(n, δ), we have

hom(G,Hind) ≤ hom(Kδ,n−δ, Hind),

with equality only for G = Kδ,n−δ.

Recently, Cutler and Radcliffe [5] have extended Theorem 1.2 to the range n ≥ 2δ.
Further results related to maximizing the number of independent sets of a fixed size
for G ∈ G(n, δ) can be found in e.g. [1, 2, 7, 18], with a complete answer to this
question for n ≥ 2δ given by Gan, Loh, and Sudakov [15].

With the results on regular graphs (both for a large class of H and also for any
fixed H asymptotically) and Theorem 1.2 in mind, the following question is natural.

Question 1.3. For which fixed δ ≥ 1 and H does there exists a constant c(δ,H)
(depending on δ and H) such that for n ≥ c(δ,H) and G ∈ G(n, δ),

hom(G,H) ≤ max{hom(Kδ+1, H)
n
δ+1 , hom(Kδ,δ, H)

n
2δ , hom(Kδ,n−δ, H)}?

Notice for 2δ(δ+ 1)|n and n large, we have that for the three examples H = Eloop
2

(the disjoint union of two looped vertices), H = K2, and H = Hind, the number of
H-colorings of a graph G ∈ G(n, δ) is maximized by G = n

δ+1
Kδ+1, G = n

2δ
Kδ,δ, and

G = Kδ,n−δ, respectively.
The purpose of this paper is to make progress toward answering Question 1.3.

We provide an answer to the question for δ = 1 and δ = 2, and characterize
the graphs that achieve equality. We also find an infinite family of H for which
hom(G,H) ≤ hom(Kδ,n−δ, H) for all G ∈ G(n, δ) (for sufficiently large n), with
equality only for G = Kδ,n−δ. Before we formally state these theorems, we highlight
the degree conventions and notations that we will follow for the remainder of the
paper.

Convention. For v ∈ V (H), let d(v) denote the degree of v, where loops count
once toward the degree. While δ will always refer to the minimum degree of a graph
G, ∆ will always denote the maximum degree of a graph H (unless explicity stated
otherwise).
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Notice that with this convention we have hom(K1,a, H) =
∑

v∈V (H) d(v)a; in

particular, we have hom(K2, H) =
∑

v∈V (H) d(v). In the context of these simple

expressions for hom(K1,a, H), the degree convention for loops is natural in this
setting.

Theorem 1.4. (δ = 1). Fix H, n ≥ 2 and G ∈ G(n, 1).

1. Suppose that H 6= K loop
∆ satisfies hom(K2, H) ≥ ∆2. Then

hom(G,H) ≤ hom(K2, H)
n
2 ,

with equality only for G = n
2
K2.

2. Suppose that H satisfies hom(K2, H) < ∆2, and let n0 = n0(H) be the smallest

integer in {3, 4, . . .} satisfying hom(K2, H) < hom(K1,n0−1, H)
2
n0 .

(a) If 2 ≤ n < n0, then

hom(G,H) ≤ hom(K2, H)
n
2 ,

with equality only for G = n
2
K2 [unless n = n0 − 1 and hom(K2, H) =

hom(K1,n0−2, H)
2

n0−1 , in which case G = K1,n−1 also achieves equality].

(b) If n ≥ n0, then
hom(G,H) ≤ hom(K1,n−1, H),

with equality only for G = K1,n−1.

Remark. Since hom(K2, H) =
∑

v∈V (H) d(v), the conditions on H in Theorem 1.4

may also be written as
∑

v∈V (H) d(v) ≥ ∆2 and
∑

v∈V (H) d(v) < ∆2.

Theorem 1.5. (δ = 2). Fix H.

1. Suppose that H 6= K loop
∆ satisfies max{hom(C3, H)

1
3 , hom(C4, H)

1
4} ≥ ∆. Then

for all n ≥ 3 and G ∈ G(n, 2),

hom(G,H) ≤ max{hom(C3, H)
n
3 , hom(C4, H)

n
4 },

with equality only for G = n
3
C3 (when hom(C3, H)

1
3 > hom(C4, H)

1
4 ), G = n

4
C4

(when hom(C3, H)
1
3 < hom(C4, H)

1
4 ), or the disjoint union of copies of C3 and

copies of C4 (when hom(C3, H)
1
3 = hom(C4, H)

1
4 ).

2. Suppose that H satisfies max{hom(C3, H)
1
3 , hom(C4, H)

1
4} < ∆. Then there

exists a constant cH such that for n > cH and G ∈ G(n, 2),

hom(G,H) ≤ hom(K2,n−2, H),

with equality only for G = K2,n−2.
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Theorems 1.4 and 1.5 are easily seen to answer Question 1.3 when δ = 1 and
δ = 2, respectively. Notice that if G′ is obtained from G by deleting some edges from
G, then hom(G,H) ≤ hom(G′, H). Because of this, their proofs focus on G which
are edge-min-critical for δ, meaning that the minimum degree of G is δ and for any
edge e the minimum degree of G− e is δ − 1.

The edge-min-critical graphs in G(n, 1) are disjoint unions of stars, and the
proof of Theorem 1.4 critically uses this fact. Theorem 1.5 relies on a structural
characterization of edge-min-critical graphs in G(n, 2) (see Lemma 5.1) and also uses
Theorem 1.1. The global structure of edge-min-critical graphs in G(n, δ) for δ ≥ 3 is
not very well understood.

We also make some progress in the general δ case of Question 1.3 by providing
an infinite family of H for which Kδ,n−δ has the largest number of H-colorings.

Theorem 1.6. Fix δ and H. Suppose that H satisfies hom(K2, H) =
∑

v∈V (H) d(v) <

∆2. Then there exists a constant cH such that for all n ≥ (cH)δ and G ∈ G(n, δ),

hom(G,H) ≤ hom(Kδ,n−δ, H),

with equality only for G = Kδ,n−δ.
If H also has the property that all vertices of degree ∆ share the same ∆ neighbors,

then the same result holds for all n ≥ cHδ
2.

The following corollary warrants special attention, and is immediate.

Corollary 1.7. Suppose that H 6= K loop
∆ has a looped dominating vertex, or that H

satisfies hom(K2, H) =
∑

v∈V (H) d(v) < ∆2 and H has a unique vertex of degree ∆.

Then there exists a constant cH such that for all n ≥ cHδ
2 and G ∈ G(n, δ),

hom(G,H) ≤ hom(Kδ,n−δ, H),

with equality only for G = Kδ,n−δ.

The graphs H = Hind and H = HWR satisfy the conditions of Corollary 1.7,
so in particular we provide an alternate proof of Galvin’s result for H = Hind [8].
Another graph H which satisfies the conditions of Corollary 1.7 is the k-state hard-
core constraint graph H(k) (k ≥ 1), the graph with vertex set {0, 1, . . . , k} and
edge i ∼H(k) j if i + j ≤ k. This graph naturally occurs in the study of multicast
communications networks, and has been considered in e.g. [12, 22].

Notice that the condition on H in Theorem 1.6 is necessary but not sufficient for
hom(G,H) ≤ hom(Kδ,n−δ, H) for all G ∈ G(n, δ). Indeed, if H is a path on three
vertices with a loop on one endpoint of the path, then

∑
v∈V (H) d(v) = 5 while ∆ = 2.

However, for large enough n and G ∈ G(n, 2), hom(G,H) ≤ hom(K2,n−2, H), as can
be seen by computing hom(C3, H), hom(C4, H), and applying Theorem 1.5.
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It is also interesting to consider a maximum degree condition in addition to a
minimal degree condition (see e.g. [1, 14, 16]). Let G(n, δ,D) denote the set of graphs
on n vertices with minimum degree δ and maximum degree at most D. Which graphs
G ∈ G(n, δ,D) maximize hom(G,H)? For a fixed δ, this question is interesting for
the H with the property that hom(G,H) ≤ hom(Kδ,n−δ, H) for all G ∈ G(n, δ), as
Kδ,n−δ ∈ G(n, δ,D) only when D ≥ n− δ.

For δ = 1 and any D ≥ 1, we provide an answer.

Theorem 1.8. Fix H and D ≥ 1. For any G ∈ G(n, 1, D),

hom(G,H) ≤ max{hom(K2, H)
n
2 , hom(K1,D, H)

n
1+D },

with the cases of equality as in Theorem 1.4 (where K1,n−1 is replaced by n
1+D

K1,D).

From a statistical physics standpoint, there is a very natural family of probability
distributions that can be put on Hom(G,H). Fix a set of positive weights Λ =
{λi : i ∈ V (H)} indexed by the vertices of H. We think of λi as representing the
likelihood of particle i appearing at a site in G, and formalize this by giving an
element f ∈ Hom(G,H) weight wΛ(f) =

∏
v∈V (G) λf(v) and probability

pΛ(f) =
wΛ(f)

ZΛ(G,H)
,

where ZΛ(G,H) =
∑

f wΛ(f) is the appropriate normalizing constant (or partition
function) of the model. By taking λi = 1 for each i, pΛ(f) is the uniform distribution
on Hom(G,H) and in this case ZΛ(G,H) = hom(G,H).

Interestingly, several proofs of structural results about H-colorings require passing
to the weighted model first; see e.g. [6, 16, 17]. Our results generalize naturally
to weighted H-colorings. Although the proofs of the weighted versions come with
almost no extra effort, for the clarity of presentation we defer this discussion until
Section 6.

The paper is laid out as follows. In Section 2, we prove Theorem 1.6 by partitioning
G(n, δ) based on the size of a maximal matching. Section 3 utilizes the structure
of edge-min-critical graphs for δ = 1 to prove Theorems 1.4 and 1.8. By analyzing
H-colorings of cycles, we prove Theorem 1.1 in Section 4. Following some preliminary
lemmas about edge-min-critical graphs for δ = 2 and H-colorings of paths, we prove
Theorem 1.5 in Section 5. Finally, in Section 6 we comment on the generalization of
our results to weighted H-colorings and also present some related questions.

2 Proof of Theorem 1.6

Suppose that we have a graph H satisfying∑
v∈V (H)

d(v) < ∆2, (3)
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and let G be a graph with minimum degree δ. Let M be the edge set of a matching
of maximum size in G and I the set of unmatched vertices.

We first derive some structural properties of our graph G based on M . Since
M is maximal, I forms an independent set. Furthermore, suppose that x1 and x2

in V (G) are matched in M . If x1 has at least two edges into I, then x2 cannot be
adjacent to any vertex in I, as this would create an augmenting path of length 3
and therefore a matching of larger size. In summary:

At most one vertex in an edge of the matching M can have degree at
least 2 into I, and if one has degree at least 2 into I then the other

has degree 0 into I.
(4)

For each edge in M , put the endpoint with the largest degree into I in a set
J ⊂ V (G), and put the other endpoint in a set K ⊂ V (G). (If the degrees are equal,
make an arbitrary choice.) A schematic picture of G is shown in Figure 1; there are
at most |K| = |M | total edges between I and K.

J
{K
{ }

I

Figure 1: The relevant structure for G.

Also, if there are more than |M | vertices in I that are adjacent to both endpoints
of some edge in M , then by the pigeonhole principle there are distinct y1, y2 ∈ I
that are adjacent to both endpoints of some fixed edge in M . This would force
both endpoints of an edge in M to have degree at least 2 into I, contradicting (4).
Therefore we have:

There are at most |M | vertices in I adjacent to both endpoints of
some edge in M.

(5)

In particular, suppose n ≥ 3δ − 2. Then if |M | < δ we have |I| ≥ δ. Since each
x ∈ I has at least δ neighbors to M , each x ∈ I is adjacent to both endpoints of
some edge in M . Since |I| ≥ δ > |M |, this contradicts (5). Therefore if n ≥ 3δ − 2
we have |M | ≥ δ for all G ∈ G(n, δ). We will first analyze the graphs where |M | = δ
and then the graphs where |M | > δ.

Case 1: Suppose that |M | = δ and n > 3δ, so by (5) at most δ vertices in I are
adjacent to both endpoints of some edge in M . Then there is at least one vertex in
I that is adjacent to exactly one endpoint of each edge in M . However, this shows
that no vertex in I can be adjacent to both endpoints of any edge in M , since any
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vertex in I adjacent to both vertices of an edge in M would force one endpoint of
M to have degree at least 2 into I and the other endpoint of M to have degree at
least 1 into I (contradicting (4)). It follows that each vertex in I must be adjacent
to each vertex in J , and so by (4) there are no edges between I and K.

Now suppose k1, k2 ∈ K with k1 ∼ k2. Then there exist distinct j1, j2 ∈ J with
k1 ∼M j1 and k2 ∼M j2. Letting i1 and i2 denote any two distinct vertices in I (and
recalling that everything in I is adjacent to everything in J), i1 ∼ j1 ∼ k1 ∼ k2 ∼
j2 ∼ i2 is an augmenting path of length 5, which contradicts the maximality of M .
Therefore K is an independent set and so K ∪ I is an independent set. Since G has
minimum degree δ, every vertex in K ∪ I is adjacent to every vertex in J , and so G
must be the complete bipartite graph Kδ,n−δ with some edges added to the size δ
partition class.

We now show that adding any edge to the size δ partition class in Kδ,n−δ will

strictly decrease the number of H-colorings. Since H cannot contain K loop
∆ (by

(3)), there are two non-adjacent neighbors of a vertex in H with degree ∆. (It is
possible that the two non-adjacent neighbors here are actually the same vertex in H,
where here the non-adjacency means that no loop is present.) If any edge is added
to the size δ partition class in Kδ,n−δ, then it is impossible for any H-coloring to
color the endpoints of that edge with the non-adjacent vertices in H, but such a
coloring is possible in Kδ,n−δ. Since any H-coloring of Kδ,n−δ with an edge added is
an H-coloring of Kδ,n−δ, this shows that the number of H-colorings strictly decreases
whenever an edge is added to Kδ,n−δ.

In summary, we have shown that if G satisfies n > 3δ, |M | ≤ δ, and G 6= Kδ,n−δ
then hom(G,H) < hom(Kδ,n−δ, H).

Case 2: Now suppose that |M | = k ≥ δ + 1. We will show that for large enough
n we have hom(G,H) < hom(Kδ,n−δ, H), which will complete the proof.

Let S(δ,H) denote the vectors in V (H)δ with the property that the elements
of the vector have ∆ common neighbors, and let s(δ,H) = |S(δ,H)|. (Note that
S(δ,H) 6= ∅, since if v ∈ V (H) with d(v) = ∆ then (v, v, . . . , v) ∈ S(δ,H).) We
obtain a lower bound on hom(Kδ,n−δ, H) by coloring the size δ partition class using
an element of S(δ,H), and then independently coloring the vertices in the size n− δ
partition class using the ∆ common neighbors. This gives

hom(Kδ,n−δ, H) ≥ s(δ,H)∆n−δ.

We will show that for n large and k ≥ δ + 1, hom(G,H) < s(δ,H)∆n−δ.
Our initial coloring scheme will be to color J arbitrarily first, then K, then I,

keeping track of an upper bound on the number of choices we have for the color at
each vertex. If a vertex in J is colored with v ∈ V (H), its neighbor in M has at
most d(v) choices for a color. Since each vertex in I is adjacent to some vertex in
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J ∪K, there are at most ∆ choices for the color of each vertex in I. This gives

hom(G,H) ≤

 ∑
v∈V (H)

d(v)

k

∆n−2k = ∆n

(∑
v∈V (H) d(v)

∆2

)k

.

Recalling that H satisfies (3), if k > δ log ∆/ log
(

∆2∑
v∈V (H) d(v)

)
= CHδ this upper

bound is smaller than ∆n−δ. So we may further assume that δ + 1 ≤ k ≤ CHδ.

Let I ′ ⊂ I be the set of vertices in I with neighbors exclusively in J , so by (4) we
have |I ′| ≥ n− 3k. Since each vertex in I ′ has at least δ neighbors in J , we imagine
each x ∈ I ′ picking a subset of size δ from J (from among the

(
k
δ

)
possibilities). By

the pigeonhole principle there is a set J1 ⊂ J with |J1| = δ and at least (n− 3k)/
(
k
δ

)
vertices in I ′ adjacent to each vertex in J1. See Figure 2.

J
{K
{ }

I

J1

I ′

Figure 2: Vertices in I ′ adjacent to every vertex in J1.

We partition the H-colorings of G based on whether the colors on J1 form a
vector in S(δ,H) or not. If they do, then we next color J \ J1, then K, and then I,
giving at most

s(δ,H) ·

 ∑
v∈V (H)

d(v)

k−δ

·∆δ ·∆n−2k

H-colorings of G of this type.
If the colors on J1 do not form a vector in S(δ,H), then we have at least

(n− 3k)/
(
k
δ

)
vertices in I (namely those in I ′) that have at most ∆− 1 choices for

their color (here we’re using that all edges are present between I ′ and J1). Utilizing
only this restriction, coloring J \ J1, then K, then I gives at most ∑

v∈V (H)

d(v)

k

∆n−2k

(
∆− 1

∆

)n−3k

(kδ)
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H-colorings of G of this type. Therefore, using k ≤ CHδ and
(
a
b

)
≤
(
ea
b

)b
, we have

hom(G,H) ≤ s(δ,H) ·

 ∑
v∈V (H)

d(v)

k−δ

∆n−2k+δ

+

 ∑
v∈V (H)

d(v)

k

∆n−2k

(
∆− 1

∆

)n−3k

(kδ)

≤ s(δ,H) ·

(∑
v∈V (H) d(v)

∆2

)k−δ

∆n−δ

+

(∑
v∈V (H) d(v)

∆2

)k

∆n

(
∆− 1

∆

)n−3CHδ

(e·CH )δ

so that

hom(G,H) ≤ s(δ,H)∆n−δ

(∑
v∈V (H) d(v)

∆2

)k−δ

(1 + r1(δ,H))

where

r1(δ,H) =
1

s(δ,H)

(∑
v∈V (H) d(v)

∆

)δ (
∆− 1

∆

)n−3CHδ

(e·CH )δ

.

For δ + 1 ≤ k ≤ CHδ and n ≥ (cH)δ, this is smaller than s(δ,H)∆n−δ.

We sharpen the bounds on n when all of the vertices of H with degree ∆ have
identical neighborhoods. (Notice that this only requires a new argument for the
range δ + 1 ≤ k ≤ CHδ.) Let V=∆(H) denote the set of degree ∆ vertices in H,
and so by assumption each vertex in V=∆(H) has the same ∆ neighbors (and also
s(δ,H) = |V=∆(H)|δ). Our new strategy is to find a set of δ vertices in J with large
degree to I individually instead of finding those with a large common neighborhood
in I.

Let J = {x1, . . . , xk} and let at denote the number of edges from xt to I for each
t. Without loss of generality, assume a1 ≥ a2 ≥ · · · ≥ ak. Since I is an independent
set of size n − 2k, there are at least δ(n − 2k) edges from I to J ∪ K. Since the
degree to I of each vertex in K is at most 1 and each at is at most n− 2k, we have

δ(n− 2k)− k ≤
k∑
t=1

at ≤ (k − δ + 1)aδ + (δ − 1)(n− 2k),

as (n−2k)−k is a lower bound on the number of edges from I to J , aδ+aδ+1+· · ·+ak ≤
(k − δ + 1)aδ (by the ordering of the ai’s), and aδ−1 ≤ · · · ≤ a1 ≤ n− 2k. This gives

aδ ≥
n− 3k

k − δ + 1
.

11



Now set J2 = {x1, . . . , xδ}. We first upper bound the number of H-colorings of G
that color each vertex in J2 with a color from V=∆(H). By coloring J \ J2 arbitrarily,
then coloring K, then coloring I, we have at most

s(δ,H)

 ∑
v∈V (H)

d(v)

k−δ

∆n−2k+δ = s(δ,H)∆n−δ

(∑
v∈V (H) d(v)

∆2

)k−δ

(6)

H-colorings of G of this type.
By similar means, we can put an upper bound on the number of H-colorings of

G that have some vertex of J2 colored from V (H) \ V=∆(H). Here, at least n−3k
k−δ+1

vertices in I will have at most ∆− 1 choices of a color for each coloring of J ∪K.
Using k ≤ CHδ, we have at most ∑

v∈V (H)

d(v)

k

∆n−2k

(
∆− 1

∆

) n−3k
k−δ+1

≤ ∆n−δ

(∑
v∈V (H) d(v)

∆2

)k

∆δ

(
∆− 1

∆

) n−3CHδ

CHδ−δ+1

(7)

H-colorings of G of this type. Combining (6) and (7) we find that

hom(G,H) ≤ s(δ,H)∆n−δ
(∑

v∈V (H) d(v)

∆2

)k−δ
(1 + r2(δ,H))

where

r2(δ,H) =
1

s(δ,H)

(∑
v∈V (H) d(v)

∆

)δ (
∆− 1

∆

) n−3CHδ

CHδ−δ+1

For δ + 1 ≤ k ≤ CHδ and n > cHδ
2, this is smaller than s(δ,H)∆n−δ.

3 Proof of Theorems 1.4 and 1.8 (δ = 1)

While Theorem 1.8 is more general than Theorem 1.4, for clarity of presentation
we begin with the proof of Theorem 1.4 and later show how to modify the proof to
obtain Theorem 1.8. Recall that we will assume that |V (H)| = q, and furthermore
we will assume that G is edge-min-critical, so G has no edge between two vertices of
degree larger than one. (This will give us the inequalities desired; we will address the
uniqueness statements in the theorems separately.) In particular, G is the disjoint
union of stars, so we can write G = ∪iK1,ni−1, where

∑
i ni = n.

Since the stars K1,ni−1 are disjoint and can therefore be colored independently,
we have

hom(G,H) =
∏
i

hom(K1,ni−1, H) =
∏
i

hom(K1,ni−1, H)
ni
ni .

12



If x is an integer value in [2, n] that maximizes hom(K1,x−1, H)
1
x , then

hom(G,H) ≤
∏
i

hom(K1,x−1, H)
ni
x = hom(K1,x−1, H)

n
x , (8)

with equality occurring (when x|n) for n
x
K1,x−1. Because of this, it will be useful to

know the integer value(s) of x ≥ 2 that maximize hom(K1,x−1, H)
1
x .

First we derive a formula for hom(K1,x−1, H)
1
x for each integer x ≥ 2. Notice

that all H-colorings of K1,x−1 can be obtained by coloring the center of the star with
any v ∈ V (H) and then coloring the leaves (independently) with any neighbor of v,
so

hom(K1,x−1, H) =
∑

v∈V (H)

d(v)x−1. (9)

Now (9) holds for each integer x ≥ 2, and so it will be useful to know the
maximum value of  ∑

v∈V (H)

d(v)x−1

 1
x

(10)

over all integers x ≥ 2. In fact, we will study (10) in a slightly more general setting;
for the remainder of this proof we will analyze (10) over all real numbers x ≥ 2.

Recall that we are assuming that H has no isolated vertices, so for all v ∈ V (H)
we have 1 ≤ d(v) ≤ ∆. Since there exists a w ∈ V (H) with d(w) = ∆, we have ∑

v∈V (H)

d(v)x−1

 1
x

→ ∆ as x→∞. (11)

To obtain more information, for a fixed real x ≥ 2 let a = a(x,H) ∈ R be such
that

d(v1)x−1 + · · ·+ d(vq)
x−1 = ax.

Since 1 ≤ d(v) ≤ ∆ for all v ∈ V (H), for any ε > 0 we have

d(v1)x−1+ε + · · ·+ d(vq)
x−1+ε ≤ ∆ε

(
d(v1)x−1 + · · ·+ d(vq)

x−1
)

= ∆εax, (12)

with strict inequality if d(vi) < ∆ for some i. Therefore for any ε > 0 (12) gives

a > ∆ =⇒

 ∑
v∈V (H)

d(v)x−1+ε

 1
x+ε

<

 ∑
v∈V (H)

d(v)x−1

 1
x

. (13)

13



If a = ∆ and d(vi) = ∆ for all i, then (12) gives q∆x−1 = ∆x so H = K loop
q . If a = ∆

and d(vi) < ∆ for some i, then for any ε > 0 (12) gives ∑
v∈V (H)

d(v)x−1+ε

 1
x+ε

< ∆ =

 ∑
v∈V (H)

d(v)x−1

 1
x

. (14)

Finally, for any ε > 0, if a < ∆ then ∆εax < ∆x+ε, and so (12) gives

a < ∆ =⇒

 ∑
v∈V (H)

d(v)x−1+ε

 1
x+ε

< ∆. (15)

This already provides a substantial amount of information, fully analyzing the
graphs H where

∑
v∈V (H) d(v) ≥ ∆2 (here we focus on x = 2 and so the condition on

H means a = a(2, H) ≥ ∆). Indeed, for H 6= K loop
q , (13) and (14) applied at x = 2

imply  ∑
v∈V (H)

d(v)y−1

 1
y

<

 ∑
v∈V (H)

d(v)

 1
2

for any y > 2, which implies hom(K1,x−1, H)
1
x < hom(K1,1, H)

1
2 for any integer

x > 2.
For the graphs H satisfying

∑
v∈V (H) d(v) < ∆2, we may already obtain a

statement for large n (using (11) and also (15) at x = 2), but with an additional
argument we can obtain a statement for all n. We need the following lemma, whose
proof we give after first using the lemma to complete the proof of Theorem 1.4.

Lemma 3.1. The function
(∑

v∈V (H) d(v)x−1
) 1
x

has at most one local maximum or

minimum.

If we assume Lemma 3.1, then (11), (13), (14), and (15) show that for H 6= K loop
q

the function
(∑

v∈V (H) d(v)x−1
) 1
x

is either decreasing to ∆ on (2,∞), increasing to

∆ on (2,∞), or decreasing on (2, x0) and increasing to ∆ on (x0,∞) for some x0 > 2.

See Figure 3 for the possible behaviors of
(∑

v∈V (H) d(v)x−1
) 1
x
. So if H 6= K loop

q ,

then (8) shows that Theorem 1.4 holds for any edge-min-critical G ∈ G(n, 1). This
implies that the upper bounds given in Theorem 1.4 hold for any G ∈ G(n, 1).
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∆

x
|
2

Figure 3: The possible behaviors of the function
(∑

v∈V (H) d(v)x−1
) 1
x

for H 6= K loop
∆ .

Finally, we need to argue that for H 6= K loop
q , the edge-min-critical graphs in

G(n, 1) which achieve equality are the only possible graphs in G(n, 1) which achieve
equality. It suffices to consider the addition of a single edge to one of the graphs
achieving equality and showing that the number of H-colorings decreases in this
case.

By considering the neighbors of a vertex v ∈ V (H) with d(v) = ∆, adding any
edge to a disjoint union of stars strictly lowers the number of H-colorings unless H
contains K loop

∆ (a slight modification of the argument given in Case 1 of Section 2
will work, realizing that we need to consider both edges joining vertices in the same
component and also edges joining vertices in different components). If H does contain
K loop

∆ and H 6= K loop
∆ , then H contains some other component and furthermore H

clearly satisfies
∑

v∈V (H) d(v) ≥ ∆2. Since n
2
K2 is the unique edge-min-critical graph

achieving equality for this H and H has at least 2 components, adding any edge to
n
2
K2 (which will necessarily join together two components of n

2
K2) will lower the

number of H-colorings in this case as well. We leave the details to the reader. This
completes the proof of Theorem 1.4.

Proof of Lemma 3.1: This lemma is a corollary of the following proposition about
Lp norms, which is a special case of Lemma 1.11.5 in [23] (or, equivalently, Lemma 2
in Terence Tao’s blog post 245C, Notes 1: Interpolation of Lp spaces). Recall that
we assume H has no isolated vertices.

Proposition 3.2. Define a measure µ on V (H) by µ(v) = 1
d(v)

, and let g : V (H)→
R be given by g(v) = d(v). Then the function defined by 1

x
7→ ||g||Lx(V (H)) =(∑

v∈V (H) d(v)x−1
) 1
x

is log-convex for x ∈ (2,∞).

Recall that a log-convex function can has most one local maximum or local
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minimum. The composition of the reciprocal map and the map given in Proposition

3.2 is the function defined by x 7→
(∑

v∈V (H) d(v)x−1
) 1
x
. Since the reciprocal is strictly

monotone and therefore preserves local extremal values, Lemma 3.1 follows.

Lastly, we prove Theorem 1.8. Notice that we can still delete any edge from a
graph G ∈ G(n, δ,D) and remain in G(n, δ,D) as long the edge deletion does not
lower the minimum degree. Therefore the proof of Theorem 1.4 also proves the

inequality in Theorem 1.8 by restricting the function
(∑

v∈V (H) d(v)x−1
) 1
x

to values

in [2, D + 1].
Having dealt with the inequality, we need to argue that the edge-min-critical

graphs in G(n, 1, D) which achieve equality are the only possible graphs in G(n, 1, D)
which achieve equality. This follows from similar arguments to those in the proof of
Theorem 1.4 and we again leave the details to the reader.

4 Proof of Theorem 1.1

Recall that we will assume that |V (H)| = q, and we begin with a few remarks about
the number of H-colorings of a cycle Ck. Let A denote the adjacency matrix of
H. Then for k ≥ 3, hom(Ck, H) = TrAk; indeed, the diagonal entry (ii) in Ak

counts the number of H-colorings of the path on k + 1 vertices Pk+1 that color both
endpoints with color i, and by identifying the endpoints we obtain a coloring of Ck
with one fixed vertex having color i. Therefore if λ1, λ2, . . . , λq are the eigenvalues of
A, then

hom(Ck, H) = λk1 + · · ·+ λkq . (16)

It is possible to obtain results using ideas based on Proposition 3.2 (with some
additional observations); we provide an alternate proof. Without loss of generality,
assume that λ1 ≥ λ2 ≥ · · · ≥ λq. Notice that λ1 > 0 and λ1 ≥ |λq|; this follows from
the Perron-Frobenius theorem, but is also immediate as otherwise (16) would imply
that hom(Ck, H) < 0 for large odd k.

We first address the inequality in Theorem 1.1, and deal with the cases of equality
at the end. Suppose k ≥ 4 is even and let b = b(k,H) ≥ λ1 be such that

λk1 + λk2 + · · ·+ λkq = bk.

Then

λk+2
1 + · · ·+ λk+2

q ≤ λ2
1(λk1 + · · ·+ λkq) ≤ b2(λk1 + · · ·+ λkq) = bk+2,

with equality only for b = λ1, so

(λk+2
1 + · · ·+ λk+2

q )
1
k+2 ≤ (λk1 + · · ·+ λkq)

1
k , (17)
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which implies that hom(Ck, H)
1
k ≤ hom(C4, H)

1
4 for even k ≥ 6.

Suppose next that k ≥ 5 is odd, and so as above we have λk−1
1 + · · ·+λk−1

q = bk−1.
Then

λk1 + · · ·+ λkq ≤ |λ1|λk−1
1 + · · ·+ |λq|λk−1

q ≤ λ1b
k−1 ≤ bk, (18)

with equality only for b = λ1, which implies that hom(Ck, H)
1
k ≤ hom(Ck−1, H)

1
k−1 .

Summarizing the above, the function hom(Ck, H)
1
k is non-increasing from every

even k ≥ 4 to both k + 1 and k + 2 and so, for k ≥ 5, hom(Ck, H)
1
k ≤ hom(C4, H)

1
4 .

Therefore for all k ≥ 3,

hom(Ck, H)
1
k ≤ max{hom(C3, H)

1
3 , hom(C4, H)

1
4}.

Now, if G is any 2-regular graph, then G is the disjoint union of cycles Cki . So if

hom(C4, H)
1
4 ≥ hom(C3, H)

1
3 ,

hom(G,H) =
∏
i

hom(Cki , H) ≤
∏
i

hom(C4, H)
ki
4 = hom(C4, H)

n
4 ,

with a similar statement holding if hom(C3, H)
1
3 ≥ hom(C4, H)

1
4 .

Finally, we deal with the cases of equality. There is equality in (17) and (18)
only when b = λ1 (and so λ2 = · · · = λq = 0). Recall that A is symmetric and
so has distinct eigenvectors associated to each λi, so in this case A has rank 1
and therefore all rows of A are scalar multiples of any other row. If any entry
A(ij) = 0, then some column and row of A is the 0 vector, which corresponds
to an isolated vertex in H. Since we assume H has no isolated vertices, A must
be the matrix of all 1’s and so H = K loop

q . Therefore, for H 6= K loop
q we have

hom(Ck, H)
1
k < max{hom(C3, H)

1
3 , hom(C4, H)

1
4} whenever k ≥ 5. The statement

about equality is now evident.

5 Proof of Theorem 1.5 (δ = 2)

5.1 Preliminary remarks

We first gather together a number of observations that we will use in the proof. The
following lemma is easily adapted from Lemma 3.2 in [7]. Recall than a graph with
minimum degree δ is edge-min-critical if deleting any edge reduces the minimum
degree of the resulting graph.

Lemma 5.1. Let G ∈ G(n, 2) be an edge-min-critical graph. Either

1. G is a disjoint union of cycles, or
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2. V (G) may be partitioned into Y1 ∪Y2, with 1 ≤ |Y1| ≤ n− 3 in such a way that
Y1 induces a path, Y2 induces a graph with minimum degree 2, each endpoint of
the path induced by Y1 has exactly one edge to Y2, the endpoints of these two
edges to Y2 are either the same or non-adjacent, and there are no other edges
from Y1 to Y2 (see Figure 4).

In the statement given in [7], the graph is assumed to be connected and min-
critical, i.e. both edge-min-critical and vertex-min-critical. Being vertex-min-critical

— meaning the deletion of any vertex reduces the minimum degree — is only used to
show that |Y1| ≥ 2; the result holds for all edge-min-critical graphs by relaxing to
|Y1| ≥ 1. To obtain the non-connected version, simply apply the connected version
to each component. If some component is not a cycle, then augment the Y2 obtained
with the vertices in every other component.

Y2

Y1

Figure 4: A example of a path on 5 vertices (|Y1| = 5) given in Lemma 5.1.

Corollary 5.2. Let G ∈ G(n, 2) be an edge-min-critical graph. Then G may be
constructed via the following iterative procedure:

• Start with a non-empty collection of disjoint cycles.

• Next, iteratively add a collection paths on k ≥ 2 vertices which connect to
existing vertices of the graph only at the endpoints of the path; let G′ be the
graph obtained after these paths have been added.

• Finally, add n− |V (G′)| new vertices, each of which is adjacent to exactly two
vertices of G′.

We emphasize that when we add a path on k vertices to a graph (via the
construction in Corollary 5.2), we add k new vertices to the graph that induce a
path in the augmented graph, so that the endpoints of the path are each adjacent to
one existing vertex and no other vertices of the path are adjacent to existing vertices.
Figure 4 may be viewed as an example of adding a path on 5 vertices (Y1) to the
graph on vertex set Y2.

Proof. By Lemma 5.1, paths on k ≥ 1 vertices can be removed inductively until a
collection of disjoint cycles remain, and so we may construct any graph G starting
with the cycles. Reversing this, we may iteratively add paths on k ≥ 1 vertices to
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produce G. The content of this corollary is that G may be constructed by adding all
paths on k ≥ 2 vertices before the paths on 1 vertex, and the paths on 1 vertex may
all be added at the same time.

Why is this possible? Adding a path on 1 vertex creates a vertex of degree 2
adjacent to two vertices of degree at least 3. Since G is edge-min-critical, no future
path on k vertices will be adjacent to the vertex of degree 2.

Lemma 5.1 is enough to prove the case when max{hom(C3, H)
1
3 , hom(C4, H)

1
4} ≥

∆ (without a characterization of uniqueness); we will provide the details of this in
the next section. A graph H which satisfies

max{hom(C3, H)
1
3 , hom(C4, H)

1
4} < ∆ (19)

requires a few more observations.

Lemma 5.3. For any two vertices u, v of H (not necessarily distinct), there are
at most ∆2 H-colorings of P4 that map the initial vertex of the path to u and the
terminal vertex to v. If H does not contain K loop

∆ or K∆,∆ as a component, then
there are strictly fewer than ∆2 such H-colorings.

Proof. The first statement is obvious, since P4 is connected and the maximum degree
of H is ∆. Suppose there are ∆2 extensions to an H-coloring of P4. Let P4 have
vertices w1 through w4 and edges w1 ∼ w2, w2 ∼ w3, and w3 ∼ w4, and let w1 and
w4 be given colors u and v in H, respectively. We color w2 first (with color v2) and
then w3 (with color v3), conditioning on whether u is looped or not.

Suppose that u is unlooped in H. Clearly d(u) = ∆ and each neighbor of u also
has degree ∆. Since some of the ∆2 extensions map w3 to u, it must be the case that
v ∼H u. Furthermore, as w2 maps to v2 (so necessarily v2 ∼H u), every neighbor of
v2 must be adjacent to v. Since v2 can be any neighbor of u, this implies that K∆,∆

is the component of H containing u and v.
A similar analysis for looped u shows that K loop

∆ is the component of H containing
u and v.

Corollary 5.4. Suppose that H satisfies (19) and let k ≥ 4. For any two vertices
u, v of H (not necessarily distinct), there are strictly fewer than ∆k−2 H-colorings
of Pk that map the initial vertex of the path to u and the terminal vertex to v.

Proof. Notice that hom(C4, K∆,∆)
1
4 > ∆ and hom(C4, K

loop
∆ )

1
4 = ∆. Color, begin-

ning from one endpoint, until there are two uncolored vertices left. Then apply
Lemma 5.3.

We can strengthen Corollary 5.4 when k is large.

Lemma 5.5. Suppose that H satisfies (19). Then there exists a constant lH (de-
pending on H) such that if k ≥ lH and the endpoints of Pk are mapped to H, then
there are strictly fewer than 1

|V (H)|2 ∆k−4 extensions to an H-coloring of Pk.
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Proof. Notice that a path must be mapped to a connected component of H; focus on
that component. If A is the adjacency matrix of that component, then the number
of H-colorings of Pk with endpoints colored i and j is Ak(ij). If λ1 denotes the largest
eigenvalue of A, then by the Perron-Frobenius Theorem there exists a strictly positive
vector x such that Akx = λk1x for all k ≥ 1. By considering the row of A containing
maxi,j A

k
(ij), we see that there is a constant c such that maxi,j A

k
(ij) ≤ cλk1 (we can take

c = maxj xj/minj xj, where x = (xj)). Since λ1 ≤ (
∑

i λ
4
i )

1
4 = hom(C4, H)

1
4 < ∆

implies λ1 < ∆, this proves the lemma.

5.2 The proof

We are now ready to prove Theorem 1.5. We assume that G is edge-min-critical until
we discuss the cases of equality in the upper bound. First, suppose that H satisfies

max{hom(C3, H)
1
3 , hom(C4, H)

1
4} ≥ ∆. (20)

Using induction on n, we will show that for any G ∈ G(n, 2),

hom(G,H) ≤ max{hom(C3, H)
n
3 , hom(C4, H)

n
4 }.

The base case n = 3 is trivial.
For the inductive step, assume first that hom(C3, H)

1
3 ≤ hom(C4, H)

1
4 . If all

components of G are cycles, then we are finished by Theorem 1.1. If some component
of G is not a cycle, then by Lemma 5.1 we can partition V (G) into Y1 ∪ Y2, with
1 ≤ |Y1| ≤ n − 3 and Y1 connected to Y2. We imagine first coloring Y2 and then

extending this to Y1. By induction, there are at most hom(C4, H)
n−|Y1|

4 H-colorings
of Y2. But since Y1 is connected to Y2, for every fixed H-coloring of Y2, each vertex
in Y1 has at most ∆ choices for a color. Therefore,

hom(G,H) ≤ ∆|Y1| hom(C4, H)
n−|Y1|

4 ≤ hom(C4, H)
n
4 . (21)

The case when hom(C3, H)
1
3 ≥ hom(C4, H)

1
4 is similar.

With the upper bound established in this case, we turn to the cases of equality.
First suppose that H satisfies max{hom(C3, H)

1
3 , hom(C4, H)

1
4} > ∆. Then (21) is

strict, which implies that equality can only be obtained for the disjoint union of
cycles and hence Theorem 1.1 provides the cases of equality among edge-min-critical
graphs.

Now suppose max{hom(C3, H)
1
3 , hom(C4, H)

1
4} = ∆ (which implies that H

cannot have K∆,∆ as a component). Notice that equality is achieved for any G

with hom(G,H) = ∆n, and suppose that H 6= K loop
∆ (so since hom(C4, H)

1
4 ≤ ∆, H

cannot contain K loop
∆ as a component). By Theorem 1.1, the construction of G in
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Corollary 5.2 must start with disjoint copies of C3 and/or C4. Corollary 5.4 implies
that only paths on 1 vertex may be added to these cycles, and to achieve the bound
of ∆n, every coloring of these cycles must provide ∆ choices for the color of the
vertex in the path on 1 vertex. We outline the possible situations which occur when
adding a path on 1 vertex to the cycles in Figure 5.2; the vertex labeled v must have
∆ choices for a color regardless of how the adjacent cycles are colored.

1.

v

2.

v

3.

v

4. v

5.

v

6.

v

Figure 5: The possible situations which occur when a path on 1 vertex (labeled v) is
added to the cycles.

We will prove that in the situation of Case 5 from Figure 5.2, having ∆ choices
for the color on v for each coloring of C4 forces H to contain K loop

∆ as a component.
Suppose that the neighbors of v have colors i and j. We can assume that i 6= j,
since C4 can map its partition classes to the endpoints of any edge in H. Since v
has ∆ possibilities for its color, necessarily i and j must each have ∆ neighbors and
furthermore those ∆ neighbors must be simultaneously neighbors of both i and j.
In particular, since i and j are on adjacent vertices of C4, we have i ∼H j and so i
and j must be possible colors for v. This means that i and j must be looped and
that all neighbors of i are also neighbors of j. But if k is any other neighbor of i,
then a similar argument (replacing j by k) shows that k is looped and is adjacent
to all other neighbors of i. Therefore the component containing i is K loop

∆ , which
contradicts our assumption that K loop

∆ is not a component of H. A routine analysis
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of the five remaining cases from Figure 5.2 shows that having ∆ choices for the color
of the vertex in a path on 1 vertex always forces H to contain K loop

∆ as a component;
we leave the details of these remaining cases to the reader. Therefore, equality can
only occur when G is a disjoint union of cycles, so Theorem 1.1 again characterizes
the cases of equality among edge-min-critical graphs.

Finally we need to show that edge-min-critical graphs are the only graphs
achieving equality. Arguing as in Case 1 of Section 2, adding any edge to a C4

will strictly lower the number of H-colorings unless H contains K loop
∆ . The cases of

adding an edge between two disjoint cycles are similar, and so adding any edge to a
graph achieving equality will strictly lower the number of H-colorings unless H is
the disjoint union of some number of fully looped complete graphs. If H is of this
form and H 6= K loop

∆ , then hom(C3, H)
1
3 > hom(C4, H)

1
4 , and so in fact adding any

edge to n
3
C3 will strictly lower the number of H-colorings since the disjoint copies of

C3 can be colored using different components of H, but the copies of C3 joined by
an edge must all be colored by a single component of H.

Now suppose that H satisfies

max{hom(C3, H)
1
3 , hom(C4, H)

1
4} < ∆. (22)

Recall that from Theorem 1.1 we have

hom(Ck, H)1/k ≤ max{hom(C3, H)1/3, hom(C4, H)1/4},

for all k ≥ 3, which we bound (for simplicity) by

hom(Ck, H) ≤ (∆4 − 1)k/4 for k ≥ 3. (23)

As in the proof of Theorem 1.6, we will let S(2, H) denotes the vectors in V (H)2

with the property that the elements of the vector have ∆ common neighbors, and
s(2, H) = |S(2, H)|. Notice that hom(K2,n−2) ≥ s(2, H)∆n−2.

Suppose first that G is edge-min-critical. We will utilize the construction of G
from Corollary 5.2 to produce all H-colorings of G by coloring the disjoint cycles
first and then coloring the paths.

If there are more than t vertices in the disjoint cycles, then by (23) we have
hom(G,H) ≤ (∆4 − 1)t/4∆n−t. Therefore, we may assume that there are at most c1

vertices in disjoint cycles. (All constants in the remainder of this proof will depend
on H but will be independent of n.)

After coloring the cycles, we look at the paths that are added iteratively. If
any path has length longer than some constant l, then by Lemma 5.5 we have
hom(G,H) < ∆n−2. Since a path of length k, for 2 ≤ k ≤ l, has at most ∆k − 1
extensions to an H-coloring by Corollary 5.4, if there are at least c2 such paths then

hom(G,H) <

(
c2∏
i=1

(∆ki − 1)

)
∆n−

∑c2
i=1 ki < ∆n−2.
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So, we may assume that the decomposition of G from Corollary 5.2 has fewer
than c3 vertices in either disjoint cycles or paths on k vertices, with 2 ≤ k ≤ l, and
no paths on k vertices, with k > l. Therefore, the decomposition has at least n− c3

vertices in paths on 1 vertex. Furthermore, each path on 1 vertex must be attached
to two of the at most c3 vertices composing the disjoint cycles and the paths on at
least 2 vertices that are added. By the pigeonhole principle there exists a c4 > 0 and
two vertices in G with at least c4n paths on 1 vertex joining them.

We have shown that every edge-min-critical graph G which does not have two
vertices with at least c4n paths on 1 vertex joining them has hom(G,H) < ∆n−2,
and by Lemma 5.5 we have the same bound on hom(G,H) if G has a path on k
vertices when k > l. We now deal with the remaining edge-min-critical graphs G.

Let w1 and w2 denote the vertices in G joined by at least c4n paths on 1 vertex.
Recall from Section 2 that S(2, H) is the set of vectors in V (H)2 with the property
that the elements of the vector have ∆ common neighbors, and s(2, H) = |S(2, H)|.
Suppose first that the colors on w1 and w2 are an element of S(2, H). If G is different
from K2,n−2, then w1, w2, and the at least c4n paths on 1 vertex between them do not
form all of G. But then G must contain either a cycle which does not include w1 or
w2, or a path on k vertices (for 2 ≤ k ≤ lH) from wi to wj for some i, j ∈ {1, 2}. By
first coloring w1 and w2, then any remaining disjoint cycles, and finally the remaining
vertices, Corollary 5.4 and (23) imply that there exists a c5 < 1 such that there are
at most

s(2, H)c5∆n−2 (24)

H-colorings of G of this type.
Now suppose that the colors on w1 and w2 are not an element of S(2, H). By first

coloring w1 and w2, then any remaining disjoint cycles, and finally the remaining
vertices, we have at most

|V (H)|2∆n−c4n−2(∆− 1)c4n (25)

H-colorings of G of this type.
Combining (24) and (25) gives

hom(G,H) ≤ |V (H)|2∆n−2

(
∆− 1

∆

)c4n
+ s(2, H)c5∆n−2 < s(2, H)∆n−2,

with the last inequality holding for large enough n.
We have shown that the only edge-min-critical graph which achieves equality is

K2,n−2. Arguing as in Case 1 of Section 2 shows that adding any edges to K2,n−2

produces a graph G with hom(G,H) < hom(K2,n−2, H), which completes the proof.
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6 Concluding Remarks

We now briefly describe how to generalize the results in this paper to weighted
H-colorings. Suppose that Λ = {λv : v ∈ V (H)} is a set of positive weights indexed
by V (H). Let

dΛ(v) =
∑
w∼Hv

λw

(noting that a loop on v will include one λv term in the sum) and

∆Λ = max
v∈V (H)

dΛ(v).

Furthermore, for i, j ∈ V (H), let AΛ be the matrix with ij entry
√
λiλj1i∼Hj.

Then the results of Theorems 1.1, 1.4, 1.5, and 1.6 hold for weighted H-colorings
by changing d(v) to dΛ(v), ∆ to ∆Λ, A to AΛ, and hom(G,H) to ZΛ(G,H). For
example, the condition

∑
v∈V (H) d(v) < ∆2 is replaced by

∑
v∈V (H) λvdΛ(v) < (∆Λ)2.

The generalization is straightforward and we leave the details to the interested reader.

The proofs of Theorems 1.4 and 1.5 depend heavily on analyzing the structure of
edge-min-critical graphs. For δ ≥ 3, there is no helpful structural characterization of
these graphs. A nice answer to the following question might help answer Question
1.3 for other values of δ.

Question 6.1. What can be said about the structure of edge-min-critical graphs in
G(n, δ) for δ ≥ 3?

In light of Theorem 1.8, it would be interesting to consider a maximum degree
condition D in addition to a minimal degree condition δ when δ > 1. Again writing
G(n, δ,D) for the set of graphs with minimum degree δ and maximum degree at most
D, if D < n − δ then Kδ,n−δ /∈ G(n, δ,D). It is possible that, as in the δ = 1 case,
the graph Kδ,n−δ is replaced by n

δ+D
Kδ,D in G(n, δ,D). This leads to the following

natural question.

Question 6.2. For which fixed δ, D, H, and n is it true that for any G ∈ G(n, δ,D),

hom(G,H) ≤ max{hom(Kδ+1, H)
n
δ+1 , hom(Kδ,δ, H)

n
2δ , hom(Kδ,D, H)

n
δ+D }?
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